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Abstract

Modelling musical structures is a research field prominent among mathematicians and
computer scientists as well as musicologists, psychomusicologists and musicians. Con-
straint programming has been proved to be a highly appropriate technique in this field.
Especially for the task of automated music composition constraints have been shown to
describe composition principles in a declarative, natural, and, above all, efficient way
since music composition knowledge is in fact a collection of conditions rather than a
sort of cookery-book.

Unfortunately, many approaches stress the arrangement of notes in a musically ‘cor-
rect’ manner. But in general, the composer as an artist is more concerned by what he
wants to say through his music than by theoretically (or socially or psychologically)
settled rules. This means that automated music composition needs practical goals in
order to make sense. The role of those goals is to be shown in this article. As a mod-
elling example the system COPPELIA is introduced. It generates music on the basis
of the structures, goals, and contents of given multimedia presentations.

The description of the whole composition process will lead us to relevant main top-
ics of the artist’s involvement. The first topic concerns the way how intentions lead
composers to their works as well as the description of intentions and their influence on
musical structures. Here, the artist and his work serve as an object of research. The se-
cond topic is about the question as to whether it is possible to put real creativity into a
system for music composition or if it is necessary to integrate the artist’s cooperation
via interfaces. The artist’s work is related to the third topic, musical setting', as he
sometimes makes use of the automated support of recurrent composition subtasks like
harmonization. While discussing the last topic, listener modelling, the artist is asked
for assistance in establishing a new research paradigm, the musical language game.

1 Introduction

Every artifact has its own functions: A cupboard can be used to keep clothes in it, a
lamp is for lighting a room. The functions of music are however not as concrete as the
function of a cupboard or a lamp. Certainly, music can be used for concrete purposes,
e.g., to carry messages in form of signature tunes (in advertising or secret services).
But these are ‘applications’ which are not primarily intended by the composer. In this
article, we are interested in those intentions of music that already exist before or dur-
ing the composition process, including, for instance, the induction of certain moods,
insights, impressions or emotions, or the influence on the recognition of time.

Mostly, a composition succeeds in realizing those intentions because the composer
himself experienced certain insights or feelings that he puts down in musical words.
However, this article is going to introduce a computer program for music composition,
and a computer cannot, obviously, be spontaneously forced to a certain composition by

1To be used instead of the term ‘syntax’ in this article.



impression or feelings. Therefore, an external intentional structure is required as input
for computer-based composition. Otherwise, music composition would fail its purpose
(cf. e.g., Burdach 1975, p. 136; Langston 1991, p. 166).

Intentions can be given explicitly or implicitly. Intentions of vocal music, for in-
stance, are based on the text, whereas music for operas, ballets or films is based addi-
tionally on pictures and motions. Autonomous instrumental music has underlying in-
tentional structures which are more implicit and therefore leave great freedom of inter-
pretation. For our purposes, applications of automated music composition which are
based on explicit intentional structures derived from text, pictures and motions are
considered to be mostly realistic.

1.1 Applications

A program for automated intention-based music composition could be used as an ad-
ditional tool of a system that plans multimedia presentations. Such a system is, for in-
stance, described by Wahlster et al. (1993). The central component of this system is a
planner that generates hierarchically the design of a presentation on the basis of the
formal description of an information structure and a presentation goal. Imagine that
this planner simultaneously develops a storyboard as shown in fig. 1.

Presentation
Time: 0:00:00 - 3:31:50

Introduction Instruction
Time: 0:00:00 Time: 0:14:00
Transition
Time: 0:09:00
Announcement Object appearance Context change
Time: 0:09:00 Time: 0:12:50 Time: 0:13:00

Figure 1: A storyboard.

This storyboard defines names of presentation contexts and the related time spans in
the form of (min):(sec):(1/100sec). Each context is fitted with presentation parameters
which define the intentional conditions for a possible musical accompaniment. Let us
assume that the following parameters are given for the sub-contexts of transition in
fig. 1 (announcement, object appearance, context change):

Announcement: Object appearance: Context change:

Function: announcement Function: important Function: announcement of
of event event new context

Mood: risin% . Mood: attention Mood: motivation
expectation

Time: 0:09:00 Time: 0:12:50 Time: 0:13:00

Table 1: Parameters of storyboard contexts

The task of the composition system now is to generate a musical phrase for each
sub-context. These musical phrases should fit the given time spans, support the inten-
tional conditions, and fit together musically. A possible solution of this task would be
to use ‘canned’ music from a database. Unfortunately, this could lead to problems with
time coordination and to attrition of musical effects, when the same music pieces are
always used for similar presentation situations. Therefore, the model introduced in this
article realizes music composition from scratch.

It is not immediately clear why completed and unchangeable presentations (e.g.
films) should be accompanied by music that has been composed fully automatically. A
typical reason for automatization is the limitation of production time. In fact, this is
no longer a great problem to music composition as there are a number of tools (such



as score editors, harmonization and orchestration programs, accompanying tools, se-
quencers, quantizers, humanizers etc.) that help composers efficiently. Additionally,
the music of human composers is (at the present technical level) far better than fully
automatically generated music, as the composer’s spontaneous creativity and individ-
ual, temporal principles of aesthetic control cannot be forced into formal criteria.

There are, on the other hand, situations in which the design and especially the mu-
sic composition evades the human influence. For instance, it would be very useful if in-
struction manuals were adapted to individual and temporal presentation situations —
and especially to an individual user (cf. Wahlster et al. 1993). Here you can imagine in-
struction manuals on CD-ROM that do not represent fully specified presentations but
knowledge about manual presentations so that the demonstrations can be generated on
demand. As the parameters influencing a presentation can be combined in many ways
and can change during the presentations due to the user’s unforeseeable behaviour it is
not possible to have an appropriate design or music for each imaginable situation. So
it would be better only to store basic relevant knowledge and to generate presentations
from scratch. Such a strategy is also appropriate for online services that aim to gener-
ate a new presentation for each information service demanded by the user depending
on the temporal context (user, time, locality etc.).

In addition to these practical goals, it is theoretically interesting to regard music
composition processes from the start, i.e., beginning at the intentional level, because
then we can get insights into a representative set of composition processes which is es-
pecially important for the general purposes of this article: To recognize the automati-
zation potential as well as the potential of the artist’s involvement.

1.2 Requirements

One of the most prominent problems of music composition for presentations is the time
coordination of music with presentation events. In general, music follows a certain pro-
portionality in its structure (at least in the area of occidental tonality) whereas the
structure of presentation events is not necessarily proportional. Since for successful mu-
sical support the listener must be able to recognize a musical effect being attached to a
certain event, the composition has to be adapted to the structure of the presentation.
Some events require precision to the tenth of a second. On the other hand, the musical
effects should not be too ‘congruent’ to the events in all cases, in order to avoid attri-
tion of musical means. Therefore, strategies for the flexible time coordination of music
and events are needed.

The composition model should consider the listener’s cognition. More concretely,
models of passive musical competence are needed. From the theoretical view the ques-
tion arises as to which structural aspects of music are recognized and how they are rep-
resented, i.e., how the contents of the musical short-term or long-term memory origi-
nate and how are they used for receptive musical action. Compared to other research
fields of cognitive science (language processing or vision), music processing has more
or less been neglected. A possible reason for this is the enormous complexity of music.
Music is, for instance, more closely connected to emotions than language is. Perhaps
the linkage of musical phenomena to the intentional structures of multimedia presen-
tation proposes a way out of this problem.

It is not only important to adapt the system to the user’s cognition in general. The
properties of an individual listening situation can also have a decisive influence on the
effectiveness of accompanying music. In other words, the effectiveness of musical strate-
gies depends on the user’s individual listening experience, attention, personality, intel-
ligence, and emotional bias as well as on external parameters of the presentation situa-
tion (e.g. the acoustic conditions of the environment). Here, user models would be very
useful. But how flexible must these models be in order to effectively influence musical
appearance? Music is not generally a dialogue medium, so a model can hardly be built



step by step through analyzing user’s responses (as described, for instance, for verbal
speech in Jameson et al. (1994)).

Finally, the time that is needed for production (here for music generation) is a re-
source that is generally limited. On principle, real-time generation of any music is pos-
sible, but elaborated effects need more time to be planned. If production time is a
changeable parameter, it would be helpful to integrate anytime-optimization into the
model (cf. André and Rist 1996).

We see that computer-aided music composition not only has to face problems known
from traditional composition. Time restriction, for instance, does not cause those diffi-
culties as it does for traditional composition. On the other hand, there exist problems
that are purely specific for computer composition, as in the following.

Intention-based music composition is not realizable only through the evaluation
of relations between intentional input and concrete musical material (e.g. concrete
pitches). It is important that the composition process runs through different levels of
abstraction, where each set of intentional conditions are realized at the appropriate
level. Tt is especially important that intentions have influence on the musical structure
and consider different musical dimensions like style (of an era, a region, or a person),
gender, form, tempo, metre, rhythm, harmony, melody, intonation (i.e., fine tuning),
loudness, agogic (i.e., tempo curves and off-beat phenomena), instrumentation, timbre
etc. so that the accompanying music not only consists of rude effects and plain pitch
sounds. It should be possible that several musical dimensions concentrate on a single
effect and that some dimensions cause more than one effect.

Normally, it is expected of the composition system that the generated music is in
a way new. At this point random decisions are often used. However, this leads to the
problem that the quality of the music can hardly be controlled. Therefore an intelligent,
distributed concept of randomness is needed that doses the degree of non-determinism
on each level of composition decisions. A theoretical discussion about the problem of
creativity is also necessary.

The phenomenon of music is enormously complex. Imagine the enormous quantity
of different eras and cultures of music. To develop a fully fledged composition system is
therefore very difficult. In addition, musical composition principles are seen to be very
open and vague and should not be forced into standard rules. In other words, concepts
are needed that can handle composition rules like ‘If possible, avoid big jumps in the
middle voices’. But even if you can achieve a more or less complete model of contem-
porary knowledge of music, than you should remember that music is a medium that
likes progress. So a composition model should have an open architecture that can eas-
ily be modified and extended. In this context it would be interesting to use the system
as a part of a testbed with which hypotheses about human listening and composition
can be tested or developed. Such an approach would help on the one hand to test or
extend the model itself or to adapt it to individual or future listening preferences, and
on the other hand to achieve knowledge about human cognition. With regard to those
applications of the composition system it would be important to represent the algo-
rithmic and non-algorithmic musical knowledge in a descriptively adequate way, i.e., in
such a way that its implementation is intuitively understandable by researchers of non-
technical areas (e.g, musicians, musicologists and psycho-musicologists). Concretely, a
user interface is needed to visualize and individually tune composition knowledge and
composition processes.

2 Constituents of Composition

In this section, we will focus four main topics of modelling musical structures while at
the same time introducing the system COPPELIA for automated intention-based mu-



sic composition. The first topic concerns the way how intentions lead composers to their
works as well as the description of intentions and their influence on musical structures
(2.1). Here, the artist and his work serve as an object of research. The second topic is
about the question as to whether it is possible to put real creativity into a system for
music composition or if it is necessary to integrate the artist’s cooperation via interfaces
(2.2). The artist’s work is related to the third topic, musical setting, as he sometimes
makes use of the automated support of recurrent composition subtasks like harmoniza-
tion (2.3). While discussing the last topic, listener modelling, the artist is asked for as-
sistance in establishing a new research paradigm, the musical language game (2.4).

The subsections 2.1 to 2.4 have parallel structures. They start with presenting gen-
eral thoughts and related work about the topic and then describe related parts of COP-
PELIA.

2.1 How intentions can find their way to musical material

A work of art would not be of any value if it did not express anything. Thus, music as an
artistic language depends on non-musical contents, although these contents are not nec-
essarily reflectable in the sense of direct communication. Many hypotheses exist about
the contents that underlie compositions. Albert Schering, for instance, searched for hid-
den ‘esoteric programs’, which are possible literary instigations of music (cf. Motte-
Haber 1996). This hypothesis is strongly debated, but the concept of an ‘esoteric pro-
gram’ can be seen as a pertinent metaphor for what happens in music: In most pieces
it is at least intuitively observable that there are certain non-musical contents. This is
because music composition is embedded in such non-musical events as feelings, life sit-
uations, experiences and states of mind. These events not only force the artist to prefer
certain musical means but also help to structure the musical ideas. The non-musical cir-
cumstances that influence a composition in such a way shall be named intentions in this
article. The structure that results from such intentions is called intentional structure.

2.1.1 General thoughts and related work

One would imagine that the more concretely an intentional structure is given, the more
complicated the task of a composer — or a composition system — is. In the field of film
music it is, for instance, necessary to coordinate actions of very concrete nature with
music precisely to the tenth of a second. However, if you ask experts if such conditions
severely complicate the task of music composition you will often find answers like this:

“...having to compose music to accompany specific action is a help rather than a hindrance, since the
action itself induces music in a composer of theatrical imagination... the timing is mostly a matter of
minor adjustments, since the over-all musical fabric is there.” (Copland 1991, p. 14/15).

In other words, the development of musical ideas and the structuring of the composi-
tion are even facilitated by concrete intentions. This can be seen as a chance for auto-
mated music composition. However, computers have no ‘theatrical imagination’. What
a composition program does have is a store of musical elements that is like a tool box,
and the system only knows how to use these elements syntactically. Given an intentional
structure to be supported, the program could choose the elements in a goal-oriented
manner (presuming that appropriate strategies for the realization of goals exist in the
‘tool box’). Additionally, the time order of scenes and events of the given intentional
structure would permit conclusive structuring of musical phrases and effects. An im-
portant condition for the effectiveness of such music is that it be played together with
the actions represented by the given intentions, because then, the intentional structure
is explicitly present and the accompanying music gets its sense .



The automated background music generation system of Nakamura et al. (1992) is one
of the more highly developed systems related to the aims of this paper. The inputs
for the system consist of mood types, motion parameters for the individual scenes of
a given animation, and musical motives. It delivers music that is coordinated with the
time and mood constraints of the animation. The music generated satisfies both tonal
and aesthetic principles. The coordination of animation scenes with music and sound
effects is realized in an elegant way. However, some important aspects of musical struc-
ture are not considered, merely regarding directly the key, chord progressions, melody
fragments, sound effects etc. Apart from that, too many composition decisions are sta-
tistically driven. As a consequence, the music sounds banal.

The PACT model of Ramalho and Ganascia (1994) is another model that considers
intentions. This model leads quasi-continuously from the intentional (“play bluesy”)
via the descriptive (“play close cadence”) down to the concrete (“play c e g”) level of
music, and therefore supplies a coherent description for different levels of musical struc-
ture. As it is also seen as a model for simulating creativity, further properties of this
model are described in subsection 2.2.

2.1.2 Modelling

We will now introduce the model COPPELIA for intention-based automated music
composition. It is based on the following four main steps:

1. Derivation of general composition parameters from given intentional input and
planning of a musical time structure

2. Structural refinement of the musical phrase

3. Instantiation of the structural parts derived in step 2 with appropriate abstract
musical motives

4. Translation of the musical motives into a four-voice score.

As can be seen, the composition process runs through several levels of abstraction where
the given intentions are considered at the appropriate level. Step 2 plays a central role
in this process. It is the most important link between given intentional structures and
desired musical phrases. For the realization of this composition step COPPELIA is sup-
plied a grammar that is called music-rhetorical grammar. We will introduce this first
and then return to the explanation of the other composition steps mentioned above.

The idea of the music-rhetorical structure? was induced by the principles of structur-
ing multimedia presentations described in (André 1995) and goes back to ideas of the
speech-act theory of Austin (1962) and Mann and Thompson (1987). André regards a
presentation as consisting of communicative acts that realize presentation goals (i.e. in-
tentions). Two classes of communicative acts are defined: main acts and auziliary acts,
i.e., nuclei and satellites. A nucleus represents a certain presentation goal, whereas satel-
lites are auxiliary means for achieving a goal. The satellites can themselves be conceived
as nuclei (i.e. subgoals) that are recursively divided by further satellites. Terminal satel-
lites are realized through media-specific generators (for graphics, language and layout).
The hierarchy that grows from the nuclei and their satellites can be seen under three
different aspects: intentional, rhetorical, and attentional. The intentional view repre-
sents a hierarchy of presentation goals and their subgoals. The rhetorical view describes
concrete techniques to realize a goal or a subgoal. The attentional view denotes objects
or actions focused by a goal. For example, the intention ‘enable the user to put on a cof-
fee machine’ can be realized through a rhetorical task like ‘generate a presentation that

%Initially described in (Zimmermann 1995).



shows the user how to put on a coffee machine’. A rhetorical subtask can then be ‘an-
notate the on/off switch in the picture’ with its intentional goal ‘enable the user to find
the on/off switch’ and with the attentional focus ‘on/off switch of the coffee machine’.

In many music pieces we can observe similar structuring principles. See, for in-
stance, the following short musical phrase:
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Figure 2: A ‘full close’.

We can understand this phrase as a nucleus with the name ‘full close’ which is as-
sembled from two satellites: a preparatory phrase on subdominant (S) and dominant
(D) in measure one, named ‘close preparation’, and a fulfilling phrase on the tonic (7')
in measure two, named ‘terminal full close’. The ‘close preparation’ can itself be seen
as a nucleus with two ‘close preparations’ as satellites (the S and the D) which could
both also serve alone as ‘close preparation’. Fig. 3 shows the hierarchy of nuclei and
satellites of the phrase in fig. 2.

Full close
Close preparation Terminal full close
Terminal close preparation Terminal close preparation

Figure 3: Rhetorical structure of the example musical phrase.

According to André’s view on communicational structures, the concept introduced
here is called music-rhetorical structure. It can also be described using an intentional, a
rhetorical, and an attentional level. The intentional level describes a hierarchy of goals
that are to be realized through a certain music. The phrase in fig. 2 could possibly fol-
low the goal ‘signification of a topical paragraph’.® This goal can be seen as a nucleus
with two satellites: ‘preparation of a topical paragraph’ and ‘completion of the topi-
cal paragraph’ (see fig. 4). The rhetorical level describes the musical means to real-
ize these intentions. It is helpful when the rhetorical structure is at least partially iso-
morph to the intentional structure. This means for our example that ‘signification of
topical paragraph’ is rhetorically a ‘full close’, the ‘preparation of topical paragraph’ is
a ‘close preparation’, and the ‘completion of topical paragraph’ is a ‘terminal full close’.
We have only a partial isomorphism, as the division of the ‘close preparation’ into two
terminal ones does not necessarily have to be described at the intentional level (com-
pare fig. 3 with fig. 4):

Signification of topical paragraph
Preparation of topical paragraph Completion of topical paragraph

Figure 4: Possible intentional structure of the example phrase.

The attentional level describes non-musical entities which can be denoted by musical
means, or, in other words, focused by the nuclei and satellites of the intentional struc-
ture. These could be topical contexts as well as acting objects. As music does not have

3Remember that if you are analyzing a piece that is already finished then you can only impute or
guess the underlying intentional structures. Therefore, we are strictly looking at the compositional pro-
cess initiated by already formulated intentions, in order to leave all analytical speculations behind us.



at its disposal widely known systems of signs as verbal language has (besides border-
line cases like some advertising jingles), realizing the attentional level of music means
introducing an individual denotation system for each presentation. This can be done,
for instance, by accompanying presentation contexts with musical sequences (e.g. mo-
tives) that were already used in similar situations in the same presentation. It is also
possible to accompany the appearing, disappearing or acting of a certain object with
musical motives that have already been associated with this object (this technique is
known from the opera as ‘leitmotiv’). In both cases reusing the motive can range from
reusing the identical copy to reusing only the rhetorical frame.

We will now have a look at the music-rhetorical grammar of COPPELIA, which com-
bines the intentional and the rhetorical level. As far as the attentional level is con-
cerned, using signalizing licks or sound effects would be a possible solution. But the
goal of the composition model is to integrate all musical effects into one structural con-
text. This, however, requires research about the introduction of motives and their em-
bedding in other musical structures. So, for the moment the attentional level is only
considered in so far as an important basis for the realization of the attentional level is
given through correct and flexible time coordination.

Let us now proceed with the example given in subsection 1.1. In the first step, gen-
eral musical parameters are derived from the function and mood parameters in tab. 1.
Therefore a database is used that represents relations between function and mood val-
ues and possible vectors of musical parameters (see fig. 5 for an example of such a re-
lation, realized as an association list in Common Lisp).

(rising-expectation; a mood (announcement; a function
, (make-instance ’p-vector . ,(make-instance ’p-vector

:tempo ’fast :tempo ’fast

:metre ’metric :metre ’metric

:rhythm ’syncopated :rthythm nil

:harmony °’(increasing-tension :harmony nil

close)
:melody ’upward :melody nil
:rhetoric nil)) :rhetoric ’announcement))

Figure 5: Possible relations between function or mood parameters and musical parameters.

As one function or mood value can point at a variety of vectors of musical parame-
ters and as more than one value for function or mood can be given, a number of vec-
tors is chosen for each subcontext. However, a single vector is needed. This is chosen
by random from among the vectors of a single function or mood value. After that, the
vectors of the different function and mood values are compared slot by slot, while ei-
ther slot attributes are concatenated or a conflict solution is done. In the latter case,
less extreme values and values different from ‘neutral’ are preferred in order to have a
musical effect but no exaggerated effects. Possible values for functions and moods are
given in fig. 6. Fig. 7 shows possible attributes for the musical parameter vector.*

Functions: Moods:

‘t.:itle announcement neutral surprise
1ntr<.> announcement of event sudden disappointment
cred:}ts énnouncement of new context motivation robot world
opening important event increasing tension chaiselongue
transition attention

Figure 6: Possible values for function and mood parameters.

*A more or less ‘free’ terminology is used here, as automated music composition research has so far
not been carried out intensively on the intentional level.



Tempo: Melody: Harmony:
very slow upward calm
slow downward tension Rhetoric Nonterminals:
neutral fixed increasing tension introduction transition
fast neutral dissonance antecedent rise
very fast peak sigh conclusion  preliminary close
low peak force announcement full close
weak answer false close
Rhythm: Metre: neutral question close preparation
neutral non-metric motivation peak preliminary close preparation
static metric swing repose tension
calm solve dissonance
agitated protracting
garbled cadencing
Rhetoric Terminals:
opening terminal preliminary close
terminal peak terminal full close
terminal repose terminal false close
terminal transition  terminal close preparation
terminal rise terminal preliminary close preparation
terminal tension peak announcement

Figure 7: Possible values for musical parameters.

Let us now assume we derived the three following vectors for our example:

Announcement : Object appearance: Context change:

Tempo: neutral Tempo: fast Tempo: neutral

Metre: metric Metre: metric Metre: metric

Rhythm: syncopated Rhythm: neutral Rhythm: flowing

Harmony: increasing tension Harmony: dissonance Harmony: solve dissonance
Melody: upward Melody: peak Melody: neutral

Rhetoric: announcement Rhetoric: peak Rhetoric: close preparation

Here, the rhetoric parameters define a kind of ‘table of contents’ for the desired mu-
sical phrase. For each section of this table (i.e. for each parameter vector or for each
subsequence of the presentation sequence), a time in musical terms — and that means a
number of beats — has to be allocated. This number depends on the metronome speed
derived from the tempo parameter, and must be finely tuned in order to achieve an in-
teger number of beats, as well as on the time spans of the presentation subsequence.
As the metronome speed should not change severely within a context, the tempo pa-
rameter does not always affect the metronome speed but does affect the values of min-
imally and maximally allowed note length (to be considered later in the rhythmical in-
stantiation of the musical phrase).

Our ‘table of contents’ developed so far now has to be rhetorically refined until we
achieve a table of pure terminal rhetorical terms (see step 2 on page 6). Therefore, non-
terminals are recursively branched to two or three rhetorical elements. Three types of
constraints are to be regarded here: intentional constraints, time constraints, and met-
rical constraints. If, for instance, an ‘announcement’ is to be realized in a ‘sudden’ man-
ner, it can be branched to a ‘terminal rise’ and a ‘(terminal) announcement’. Otherwise
a ‘(terminal) transition’ is to be preferred instead of the ‘terminal rise’. This is an in-
tentional constraint. The time constraints consider how many beats are to be realized
with the branch. Terminals must not have more than three beats. Nonterminals must
have more than two beats. Thus, an ‘announcement’ with 10 beats cannot be realized
throughout with terminals. The metrical constraints are most complex here. They de-
fine a clustering of beats among the rhetorical elements of a branch. The most impor-
tant constraints are:

1. A terminal should have at least two beats, if possible, because then the harmonic
motives with which the rhetorical elements are instantiated later can be as long
as possible and therefore hold most ‘information’ as possible.



2. An element should begin on a strong beat in order to get even metrical weights,
except if the ‘metre’ parameter carries the value ‘non-metric’. The metrical con-
straint then may be ignored in order to realize a certain intention.

3. The number of beats shall be as evenly weighted as possible among the elements
of the rhetorical branch. Relations of less than 1:6 should be avoided.

4. If the branch consists exclusively of terminals or nonterminals than the number
of beats shall be weighted in a ‘rhythmical’ manner. That means relations of 1:1,
1:2, 1:3, 1:4 or 1:6 are to be preferred to relations of 1:5.

In our example the following rhetorical tree can be derived:

Transition

[10 beats]
Announcement Object Context change
[7 beats] appearance [2 beats
1 beat]
Announcement
[3-4-1-2-3-4-1]
Announcement
[1-2-3-4-1]
Rise
[1-2-3-4]
Terminal transition | Terminal Terminal Peak an- Peak Terminal
rise Rise nouncement close preparation
[3-4] [1-2] [3-4] (1 [2] [3-4]

Figure 8: Music-rhetorical structure of the exampled presentation sequence.

At the bottom of fig. 8 the terminal rhetorical table of contents of the desired mu-
sical phrase including the beat information can be seen.

It now remains to instantiate the terminal rhetorical elements with musical material.
This means, in our model, to choose abstract musical motives (i.e. in the present ver-
sion, harmonic and rhythmical motives) and to interpret these motives as a four-voice
score. Four aspects guide the choice of the motives:

1. Motive class: Motives are arranged in classes named after terminal rhetorical el-
ements. For a rhetorical element only motives from the corresponding class are
chosen.

2. Musical setting: Motives must fit preceding motives in the musical context as well
as to motives of other dimensions (i.e. harmonic motives must fit the rhythmic
ones).

3. Creativity (or newness): Similar events in different presentations shall not be ac-
companied by the same music.

4. Intentions: Besides the music rhetorical level, the choice of musical material also
depends on intentions.

Due to the topic of this subsection, we will only have a look at point 4, the inten-
tional constraints. The following subsections will then deal with points 1 to 3.

For realizing intentions the motives are chosen according to the ‘harmony’ and
‘rhythm’ parameters of the corresponding parameter vector. Therefore, the motives of
one rhetorical class are categorized according to values of parameter vector slots. Addi-
tionally, a kind of ‘team work’ of musical dimensions can be realized: A harmonic mo-
tive can appear calm if a static rhythm is chosen or frolicsome if a syncopated rhythm
is chosen.

10



Intentions also play a role in the interpretation of the motives to a four-voice score.
Here, the ‘melody’ parameter of the corresponding vector has an influence on the di-
rection in which the melody should go. Additionally, the mood parameter values of the
given intentional structure influence the decision on which constraints should be con-
sidered or not.

2.2 Creativity — Artist’s playground or pure random?

Even from a program that composes music it is expected that the products are some-
how new. The question about the generation of new ideas brings us to the question of
creative phenomena. In this section general thoughts about creativity with respect to
automated music composition will be developed and compared to related approaches
(2.1.1 and 2.2.2). Then concrete modelling ideas are proposed.

2.2.1 General thoughts

A creative act is, generally speaking, an act that is performed by a producer. Here, we
assume that the producer is not necessarily a human being but also a machine like a
computer. The result of the act is a product, i.e., a computer program, a machine, a
manual, a scientific article, a novel, a painting, a piece of music etc. It is used or recog-
nized by a recipient. In this case, we assume the recipient to be a human being. Gen-
erally it is not excluded that producer and recipient can be united in a single person.

What are observable properties of products of creative acts? First, the products are
in some way new, i.e., they are not already known. But this does not mean that they
have to be new at any price. The product must be found in a way that can be called
original. This means that the product realizes intentions of the producer. But ends do
not always prescribe means. New means can also initiate intentions, i.e., they can mo-
tivate a goal or inspire the producer. Creative acts are also said to be spontaneous, i.e.,
that the source for the originality of the product is spontaneous behaviour. This spon-
taneous behaviour is seen as the opposite of schematic application of generation rou-
tines. Mittelstra} (1965, p. 474), for instance, stresses the transcendental character of
spontaneous behaviour. Concretely it is characterized by a strange independence which
discriminates human beings from all other beings (such as computers).

We see that the expression ‘creativity’ in the context of computer programs can only
be meant as a metaphor when compared to the philosophical view on this phenomenon.
Additionally, many aspects that are used to describe creativity can only be understood
as parts of human life. That means the motivation, processing and evaluation of cre-
ative acts, for instance, is based on certain insights in or revisions or changes of emo-
tions. A human being has, furthermore, the ability to make use of an enormously large
variety of moments which define the temporal situation of individual human life in an
often very changeable way. Imagine that we can suddenly consider a certain condition
or certain means in an inspirative way, i.e., that we can get motivations or ideas from
whistling the Peter theme of the musical tale ‘Peter and the Wolf’ by Sergei Prokofieff,
by detecting a stain of mildew on our chopping board, by dreaming a certain dream or
by reading our horoscope.

Outputs of computer programs that are comparable to creative products are mainly
based on one component of creative acts, the newness. Concretely, random operations
take the place of spontaneity in order to achieve new combinations. Too much random-
ness, however, leads to a lack of control over the product, too less randomness, on the
other hand, leads to musical results which can be boring (see also Zimmermann 1996).

2.2.2 Musical creativity in computer science and cognitive science

In this subsection we will have a look at approaches describing musical creativity.
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The question as to whether the product of a creative act could be seen as a result of
an uninterrupted chain of antecedent assumptions, stimulations or physical, mental or
psychical states is identified with the mind-body-problem by Jeff Pressing (1988) which
means that there is not answer to this question. Pressing introduces a model for musi-
cal improvisation that is mainly based on syntactical and motoric criteria although the-
oretically preferring models of intuition (by which spontaneous behaviour mentioned
above is meant) that have transcendental components. In his model, the origin of novel
behaviour is a result of a certain freedom after evaluating all syntactical rules: the so-
called residual decisions. Thus, neither intentions play a role nor can rules be the ori-
gin of creativity, i.e. can means influence the ends. The model proposes several ways of
making a residual decision, where randomness is only one alternative, and it seems to
be the only one to be computable.

Researching for a programmable model of creativity, Philip Johnson-Laird (1991)
also discusses the residual decision, i.e., the choice among a number of rule-conforming
associations of given construction elements. In contrast to the model of Pressing, only
randomness is proposed to make residual decisions. Johnson-Laird’s association model
involves strongly syntactical demands. Nordenstam (1992) on the other hand shows
that the role of syntax could be rather subtle.

In Margret A. Boden’s (1991) didactically interesting and comprehensive overview
on creativity musical phenomena are also regarded. However, when it comes to the
computational level, musical creativity is again limited to residual decisions.

Ramalho and Ganascia (1994) (see also 2.1.1) propose an interesting way to simu-
late creativity without randomness. Aiming at live-electronical applications, they em-
phasize the concept of intentions. Precisely, their system is to accompany human mu-
sic players in a jazz concert. So the intentions come from the music played by the mu-
sicians and from the reactions of the audience that lead to representation of ‘emotion-
al’ states like ‘bluesy’ or ‘in a hurry’. The combination of these intentions and the mu-
sical material used by the system for generating an accompanying jazz solo is realized
through so-called PACTs® which can in a way be seen as a music rhetorical representa-
tion (see 2.1). Here, the creativity is based on the intentions of musicians and audience,
i.e., the intentions caused by the spontaneous behaviour of the world outside the system
while regarding rule conformity. The key to this model of creativity is the involvement
of man, especially of artists with all their non-computable, transcendental properties.

2.2.3 Modelling

We see that the most promising method of modelling creativity is the artist’s involve-
ment. This can be realized through appropriate user interfaces. The fully automated
mode of music composition, however, leaves us back with creativity’s poor relative:
the randomness. How can randomness be exploited in order to have new, but control-
lable results? We know two principle sorts of random processing: random assembling
of constructions and filtering the ‘correct’ ones, or random choice among a set of ‘cor-
rect’ constructions. Both strategies can be applied to whole musical pieces, to musical
phrases or sequences, or to elementary construction decisions (e.g. a pair of notes).
COPPELITA makes random decisions among sets of correct elementary construc-
tions. Those elementary construction decisions are not only made about tone combi-
nations but also about combinations of general musical parameters, music rhetorical
branches, and abstract musical motives. Thus, on the higher levels the random choice
can effect the whole musical phrase, but without causing a combinatorial explosion on
the note level. On the other hand, randomness at the note level can do no harm to the
musical context. At certain levels, backtracking is possible and therefore random choice
is not definitely made. Instead, randomness is used to mix the lists of correct candi-

5Potential ACTions, formerly introduced as ‘strategies’ by Francois Pachet (1990).
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dates of constructions in order not to have the same candidate rankings in similar de-
cision situations. Altogether we see that random is not always a ‘residual decision’.

2.3 Musical setting — Playground of constraints
2.3.1 General thoughts

From verbal speech we know the condition that expressions should be made in a certain
form so that they can successfully communicate their message. By ‘form’ it is meant
that the expressions are built out of agreed basic material and that they follow agreed
syntactical rules. In many music pieces we can observe that they are based on common
construction materials and rules. Additionally, music pieces can be attributed to certain
styles, i.e., to characteristical materials and rules. A style is, in a way, something like a
verbal language. The transmission of non-musical contents through music is not only a
question of an adequate choice of musical means controlled by composition rules agreed
in a certain era or region. The composer does not have to render an account of his com-
position decisions as long as intentions can at least intuitively be recognized and all
musical expressions sound therefore conclusive, resolved and determined even if (well-)
known rules are hurt. So music is distinguished by the ability to drive forward its own
theoretical basics and expressive potentials. Consequently, at no time were musical the-
ories developed that do not only report an already existing state of musical knowledge
(Eggebrecht 1991, p. 13ff). A computer model, however, is more or less bound by con-
crete formalized and deterministic rules. Those basic compositional elements that are
more or less independent from our examinations about intentions and creativity in the
preceding subsections are called musical setting in this article.

For the development of a computer model of musical setting it is necessary, on the one
hand, to focus on a certain musical style as well as on a representative set of musi-
cal dimensions (like melody, harmony, rhythm etc.) as it is not realizable to achieve a
fully fledged model of music from scratch. On the other hand it must be examined how
the model should deal with the vagueness of composition rules and with certain pecu-
liarities of musical notation like enharmonic phenomena (see e.g. Pachet 1993) or the
equivalence of D7 and D"~. In other words it should be examined how far descriptive
adequacy of the modelling is necessary and realizable.

2.3.2 Modelling

COPPELIA is seen as a seed of a system of automated intention-based music compo-
sition and is mainly used to illustrate the conditions of modelling musical structures.
Therefore, a musical style which is related to the pop music of the 60ies and 70ies is
realized, regarding tempo, metre, rhythm, harmony, melody (and rhetoric) as musical
dimensions.

The musical setting plays a dominant role in the two last steps of the composition
process as shown in subsection 2.1.2.: the instantiation of structural parts with ap-
propriate abstract musical motives and the translation of musical motives into a four-
voice score. The construction criteria besides the intentional and the random aspects
are based on constraints that affect the relations among harmonic motives, between
harmonic and rhythmic motives (in step 3) and between notes (in step 4). Those con-
straints are represented in the constraint logic programming language Oz. Fig. 9 shows,
for instance, the constraint that restricts the range of notes to be chosen for each voice
in a four-voice score.

This constraint defines mainly pointers from a single voice (e.g. S for Soprano) to
its note range, or ambitus (e.g. AE.’Sopran’, see right hand side of fig. 9). However, if
due to other constraints the variable S, for instance, is set to a note or a set of notes
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proc {Ambitus Accord SoftOrHard AE ?Q0ut}
case SoftOrHard
of soft(X)
then
[B T A S]={GetVoices Accord}
Inter = {FD.decl}

[J hard then
[B T A S]={GetVoices Accord}
in

in S::AE.’Sopran’
{FD. sum A::AE.’Al%?

- .. 2 2
[{AmbitusEvaluation B AE.’Bass’} g::ﬁg',;:::f
{AmbitusEvaluation T AE.’Tenor’} Uﬁé—o-

i 3 ) ) -
{AmbitusEvaluation A AE.’Alt’} [] off then Out=0

{AmbitusEvaluation S AE.’Sopran’}]
’=:’ Inter}
{FD.times Inter X 70ut}

end
end

Figure 9: The ‘ambitus’ constraint.

disjunct to AE.’Sopran’ then the constraint ‘ambitus’ is hurt and therefore no score
can be generated. To be able to avoid this problem, the constraints can be conceived
as soft constraints through reification. In this case, constraints only contribute to an
evaluation process. Concretely, they contribute to the following badness function:

Badness = }_1'% w;b;; nc: Number of constraints

Here, the b; are the evaluation results of the constraints and w; the weights with which
constraints contribute to the sum. b; can either be a boolean value (that means it is set
to 0 when the constraint is satisfied or 1 when it is hurt) or a real number between 0
and 1, with which the evaluation can be done more carefully. In our example constraint
‘ambitus’ the evaluation results are real numbers which are computed by the function
‘AmbitusEvaluation’ (see the left part in fig. 9).

In our model constraints affect not only single variables but also neighbouring mu-
sical elements or whole sequences. Fig. 10 shows, for instance, a constraint which real-
izes an upward motion of the melody over a variable large time span (in the case when
the melody parameter of the related parameter vector is set to ‘upward’). Note, that
the melody has not necessarily to go monotonously upwards (for the concrete proces-
sion of constraints and further examples see Henz et al. 1996):

First ={Nth Accords Startl}.voices.V
Last ={Nth Accords End}.voices.V
ToConstrain ={Map {List.take
{List.drop Accords Start}
End-Start-1
}
fun {$ X} X.voices.V end
T
in
First <: Last
{ForAll ToConstrain proc {$ X} X >=:First X =<:Last end}

Figure 10: The kernel of the upward-case of the ‘melody’ constraint.

Descriptive adequacy is realized in this model, for instance, through adequate nota-
tion. That means notes are retrieved from the correctly and non-enharmonically repre-
sented tonal scales and not through counting half tone steps. So, through appropriate in-
terfaces (e.g. a score editor or the ‘chord browser’ of the system COPPELIA) the output
of the system can be depicted in a way familiar to musicians, musicologists and so on.

Dealing with vagueness of composition rules through reification is another compo-
nent of the descriptive adequacy of the model. However, introducing such knowledge
representation techniques (such as fuzzy logic, see (Zimmermann 1998, p. 1441f.)) often
provokes the question as to which base the real numbers involved, e.g. the ‘weights’ in
our model, stand on. Therefore, COPPELIA supplies an interface that can be used as
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a testbed for different weight settings (see fig. 11). We will continue this discussion in
the next section.

Coppelia ] Configure ] Fitch ]] Sequence ]

o |
o hant soi
No Crossi * 2
o Crossing ~ b4
I JT
Distribution v &+ v
Use Plan ~ +* ~
Mo Third +* ~ ~r

Figure 11: Weight setting with the interface of COPPELIA.

2.4 Listener modelling — Playing the musical language game

The realization of intentions requires music that is not only pleasant in some way but
influences the listener’s cognition. The model COPPELIA mainly follows principles
known from music theory and film-musical practice. Although the model is at least sup-
ported by some results of psychomusicology as it is based on related research (e.g. Ler-
dahl and Jackendoff 1983; Sundberg and Lindblom 1973; 1991, Stoffer 1985 — see Zim-
mermann 1998, p. 197ff) it would be interesting to develop more sophisticated mod-
els for the realization of intentions using means of cognitive science. Effects that are,
for instance, based on musical expectancies can instigate an interesting research field
between Gestalt laws and event-related potentials (Zimmermann 1996a, Zimmermann
1998, p. 203ff.). But we should not favourize a certain method, such as empirical ex-
periments. Moreover, philosophical methods can also be considered.

Musical cognitive science includes different fields of problems like listening physiol-
ogy, psychoperception, generative models, and artificial intelligence (see Motte-Haber
1996; Davies 1978; Dowling and Harwood 1986; Howell et al. 1991, Sloboda 1988; Han-
del 1989; Krumhansl 1990; Balaban et al. 1992 for relevant overviews). But despite
universally valid musical knowledge (although little) and culturally or socially specific
properties of musical perception, we must not forget the individual listener. Psychomu-
sicologically founded results may be adequate for a certain group of listeners but we
have no guarantee that they are valid for an arbitrarily chosen member of this group,
as a listener is free in his decisions about musical preferences. We cannot force him to
follow a certain model just as we cannot force a composer to use certain rules. These
are observations that support the idea of listener modelling.

2.4.1 General thoughts

Two principle methods for listener modelling are possible: The questionnaire and the
observation. Presupposing the honesty of the user in a questionnaire, there remains the
problem that a user is not given a fixed model of listening comprehension. Moreover,
the model depends on temporal parameters. So observation would be a better method.
For this method, dialogue is necessary, but musical dialogue exists only in borderline-
cases. On the other hand, it should not be stated that all music that is not individually
designed is useless. Music can be a very individual experience but there is great poten-
tial for the generalization of musical effects, which is shown by nearly all composers of
the occidental tonal styles, especially of film music composers.
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Consequently, there are cognitive models of music perception and generation that
have been brought up to a relatively high level. Unfortunately, in most of these mod-
els the concept of intentions is lacking (Zimmermann 1998, p.211ff.). Intentions are not
only important for the goals of the model introduced in this article. Research about
‘knowing how’ and ‘knowing that’ makes less sense if ideas of ‘knowing why’ are not
considered. Research about emotions would also be useful here. The approach of Ra-
malho and Ganascia (1994), as well as the related model of Pachet (1990), for instance,
consider these facets of human musical behaviour. Not only for this reason their re-
search is motivated by cognitive science. Besides the consideration of ‘Chunk’ theory
and problem solving, their model is declared to be oriented according to human be-
haviour (see Ramalho and Ganascia (1994), p. 112). Also, emotional concepts like ‘in a
hurry’ or ‘bluesy’ are integrated. The dialogue of the model between users (i.e. artists)
and a music generation system which has already been proved to be fruitful (see sub-
section 2.2) is again a possible key to a successful model of musical structures, i.e., a
model of a user’s cognitive musical structures. However, many steps remain to be taken
for the development of a powerful modelling technique.

In the next section we will discuss the possibility of considering language games for
modelling musical structures which is only a little step from the ideas of Ramalho and
Ganascia and Pachet respectively.

2.4.2 Modelling?

Language games are, generally speaking, situations in which signs are used. Those
games help to illustrate the usage and therefore the meaning of the involved signs or
the related utterances, respectively. Language games have proved to be an adequate
pragmatical bridge between real verbal language phenomena and related theories of
meaning. The Language game method helps to get information about language phe-
nomena and denotes abilities and limitations of language theories (see Buchholz 1998).
Language games especially give insights into language development. In this sense, they
are helpful as tools for building language databases through communicative and coop-
erative dialogues (Steels and Vogt 1997).

It would be an interesting effort to apply this method to music. We cannot expect
great results from such a method in a short time but for the moment, it could be seen
as a vehicle for receiving information about musical effects and listening models. The
method does not necessarily have to be scientific but can be seen as an important com-
plement to psychomusicological experiments in cognitive science.

Applying musical language games can mean playing with parameters of a composition
model like COPPELIA. Therefore an interface would be needed with which composi-
tion rules can be weighted in different ways and search strategies and different kinds of
instrumentation can be chosen. For this reason COPPELIA is supplied a testbed that
is designed as a card index with cards for search-strategy settings (fig. 12), instrumen-
tation and ambitus settings (fig. 13) as well as for weighting composition rules (see fig.
11 above). Additionally, an ‘explorer’ window is supplied that presents musical solu-
tion trees enabling the user or especially the artist to explore his own musical prefer-
ences (see fig. 14).

This testbed would also be useful for the flexible design of psychomusical experi-
ments as proposed by Marshall and Cohen (1989). In their experiment they examined
differences of the perception and evaluation of film action when it is accompanied by
different scores. Concretely, five situations were played through with two music pieces
(a subtle one and a rude one) composed for one film: 1. subtle music only, 2. rude mu-
sic only, 3. film only, 4. film accompanied by subtle music, 5. film accompanied by rude
music. We see that here, music parameters are very discrete: There are only two ex-
tremes. But the method of Marshall and Cohen has much in common with the ideas
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Figure 12: Search-strategy setting.
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of musical language games. With a testbed as mentioned above the situations can be
defined in a more flexible way as the composition parameters are less discretely tun-
able. An important condition is, however, that powerful realization of sound and mu-
sical dimensions which are crucial for the aesthetic appearance of music (dynamic, in-
tonation, agogic and so on) excludes musical side-effects. As long as regarding all di-
mensions is an unresolved problem in modelling musical structures, the artist is asked
for help, i.e., to compose music pieces for the situations to be played through, as was
the case in the research of Marshall and Cohen. Thus, the language game method also
involves the artist not only passively as a user.

Another realization of the language game method could be to design films in which
single music pieces are applied to different action contexts. This method would denote
a number of ways of using certain musical material, as the musical effects can have dif-
ferent meanings in different situations. Here, also, the artist is involved as he should be
asked to design motion pictures as well as the music pieces.

Finally, it could be possible to design a program for musical ‘machine communica-
tion’ following the in the (non-musical) robot communication model of Steels and Vogt
(1997).

We see how language games instigate fruitful research towards listener modelling that
integrates empirical psychomusicology (Marshall and Cohen 1989), philosophy (lan-
guage game method research), artificial intelligence (Ramalho and Ganascia 1994, Steels
and Vogt 1997), especially constraint programming (Henz et al. 1996, Zimmermann
1998, p.250ff.) and the artist (as cooperator and object of examination).

3 Conclusion

In this article we introduced the COPPELIA model for the composition of music that
supports the intentions, goals, and contents as well as the structure of multimedia pre-
sentations. The model supplies the following new features:

- The composition process runs through different levels of abstraction so that each
set of intentions can be considered on the appropriate level. Intentions have par-
ticular influence on musical structure and on different musical dimensions so that
not only single rude effects are produced. The central component of this model is
a music-rhetorical grammar that enables flexible coordination of intentions, time
conditions and music without loss of musical conclusiveness.

- The system has an intelligent, distributed concept of randomness so that similar
situations in different presentations are not always accompanied by the same mu-
sical effects. On the other hand, musical quality is not threatened by schematical
realization of intentions or uncontrolled random decisions.

- COPPELIA supplies concepts of descriptively adequate representation of com-
position knowledge. Thus, for instance, musical notations are represented us-
ing object-oriented data structures, and vague composition decisions are realized
through evaluation functions and reified constraints. Especially the user interface
of the system permits visualization of composition processes. Composition knowl-
edge can be manipulated in many interesting ways.

- The system is usable in fully automatic mode as a component of a system for
multimedia design or as an inspirative part of composition assisting or tutoring
systems. Here the peculiarities of musical sounds can be explored experimentally.

By realizing the system it has been shown that the constraint logic programming
system Oz (Smolka 1995; Smolka and Treinen 1996) is very useful for modelling mu-
sical structures. On the one hand, the nature of musical decisions is strongly related
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to constraint techniques as composition knowledge is more to be conceived as a collec-
tion of conditions than as a sort of cookery-book. On the other hand, Oz supplies tech-
niques for the realization of reification and anytime-optimization. That means, COP-
PELIA can be given a time within which a music piece is to be generated. The choice
can be made as to whether certain results shall be delivered or whether the ‘best’ result
within the time span shall be derived, using branch and bound (cf. Henz et al. 1996).

Besides these practical goals, this article wanted to illustrate theoretical thoughts about
the aesthetical conditions and potentials of modelling musical structures. Therefore,
ideas about the artist’s involvement in related tasks have been introduced. Addition-
ally, a promising method has been proposed for exploring various facets of musical ap-
plications: the musical language game.
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